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1. Introduction

A multilingual parallel corpus is a corpus that contains the same text samples in each
of at least two languages, in the sense that the samples are translations of one another.
A comparable corpus contains texts in at least two languages which are not translations
of each other, but are written in the same genre and on the same topic (see article 16).
A sentence alignment is a mapping showing which sentence or sentences of the one text
correspond with which sentence or sentences of the other language. Word-level align-
ment is also possible, and valuable for the production of terminological dictionaries. The
focus of this article will be on the preprocessing of parallel corpora, and in particular,
on the preprocessing steps of tokenisation (identifying the constituent words, sentences
and paragraphs of a corpus, see article 24) and automatic alignment. Figure 32.1, actu-
ally a modified segment of the Canadian Hansards adapted from Simard et al. (2000),
shows two types of translation analyses � horizontal lines to denote the segmentations
of a sentence alignment and numbers in parentheses to denote a word-level mapping.
The Canadian Hansards are transcripts of the proceedings of the Canadian Parliament,
recorded in both English and French (cf. article 20).

7(1). 7(1).

Le développement(2) est maintenant Development(2) is now understood to involve
appréhendé dans la multiplicité de ses many dimensions(3);
dimensions(3).

On n’y voit plus seulement un problème de it is no longer merely a matter of economic(4)
politique économique(4) et de resources. politics and resources.

Les facteurs politiques, sociaux, éducationnels Political, social, educational and
et environmentaux sont concus comme autant environmental factors must be part of an
de facettes de l’action unifée(5) à integrated(5) approach to development.
développement.

Au moins(6) d’un développement a l’échelle la Without(6) development on the widest scale,
plus vaste, les jeunes seront agités, frustrés et the young will be restless, resentful and
improductifs. unproductive.

On se disputera les resources(7) et la People will fight for resources(7) and
creéativité s’égarera. creativity will be misdirected.

Fig. 32.1: A short section of a bilingual corpus, aligned at the sentence and word-level.
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IV. Preprocessing corpora2

2. Applications o� aligned corpora

Aligned corpora are useful for foreign language learners. They can be used in conjunc-
tion with concordancers to show language learners real examples of how a construction
in one language has been translated on various occasions into the other (Barlow 2000).
They are also useful for bilingual terminology extraction. Multinational organisations
such as the European Union continually need to translate product documentation and
standardise terminology in technical fields. Human acquisition of technology is an expert
task, both slow and expensive, and it is difficult to keep up with the pace of technology
development. The production of printed dictionaries involves an inevitable time lag, and
commercial dictionaries do not typically contain the subject-specific vocabulary which is
often needed. The automatic derivation of bilingual terminology lists offers a solution
to both these problems (Gaussier/Langé 1994). Machine Translation, which works best
in highly specific technical domains such as weather forecasting (Kittredge 1985), is an
important area where such subject-specific electronic dictionaries are particularly useful.

Parallel corpora have a number of other applications in machine translation. With
example-based machine translation (EBMT), a large parallel corpus of previously trans-
lated phrases is stored (cf. article 56). When a new phrase is entered, the most similar
phrase in the corpus is found, and its translation returned (Nagao 1984). Transfer rules,
which determine how syntactic structures in one language are translated into the syntac-
tic structures of the other language in traditional machine translation, can also be de-
rived from parallel corpora (Carbonell et al. 2002). Parallel corpora form the basis of
statistically-based machine translation (Brown et al. 1990). Parallel corpora can also act
as the “gold standard” against which the output of machine translation systems is com-
pared. They also provide data for theoretical linguistic studies (as discussed in article 54).

3. Sentence segmentation and word tokenisation

Most alignment algorithms for parallel corpora require the preprocessing steps of tokeni-
sation (identification of word boundaries) and sentence segmentation (clearly marking
where one sentence ends and another begins). Obviously there can be no alignment at
the sentence level if we do not know where all the sentence boundaries are, and if we do
not identify all the word boundaries correctly, our lexicons derived from word-level
alignment will contain a number of non-word sequences (Palmer 2000). In reality, there
is no absolute definition for what constitutes a word or a sentence. For example, should
seaside or sea side be one word or two? A lively account of this from a linguist’s point
of view is given by Aitchison (1999). There are differences between the ways different
corpora and applications segment words and sentences. For example, the British Na-
tional Corpus (BNC) regards President’s as two word tokens, President and ’s, while the
Brown corpus would regard it as a single word token (cf. article 24).

Gale/Church (1991) use manual marking up of sentences (denoted -d) and paragraphs
(denoted -D) before their sentence alignment program can begin. Sentence segmentation
involves the recognition of boundaries, typically punctuation (such as a full stop or
question mark) at the end of a sentence. Making this assumption, most errors will arise
by confusion between full stops denoting abbreviations and those denoting sentence
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32. Preprocessing multilingual corpora 3

boundaries. There are various heuristics (none absolutely fail-safe) which use the context
surrounding the full stop to decide whether it is more likely to denote an abbreviation
or end of sentence, such as, does the next word start with an upper case letter? Full stops
can also show decimal points (when they are surrounded by numeric characters), and
salutations such as Mr. Raynar/Ratnaparkhi (1997) suggest that titles such as Mr. do
not occur at the end of a sentence, and certain suffixes suggest that words are not likely
to be abbreviations. Palmer/Hearst (1997) found that the sequences of the parts-of-
speech (POS) of the words surrounding the full stop give clues as to its function. Speech
quote marks also cloud the issue of sentence segmentation.

Kiss/Strunk (2002) also describe a method for determining whether a full stop denotes
an end of sentence or an abbreviation. They regard a word followed by a full stop as a
collocation of that word and the full stop. The strength of this collocation, as measured
by the log likelihood measure, is greater if the word is an abbreviation, because that
abbreviation will always be followed by a full stop. Other words will be weakly collo-
cated with the full stop, since they often occur at other places in a sentence, and thus
are not always followed by a full stop. This method will not distinguish between an
abbreviation at the end of a sentence and an abbreviation elsewhere in the sentence.

Two successful alignment algorithms circumvent the need for word and sentence seg-
mentation. One is the K-vec algorithm of Fung/Church (1994), where the corpus is sim-
ply divided into segments of equal length. The other is Char_align (Church 1993) where
alignment is at the level of sequences of four adjacent characters, which may or may not
span word boundaries.

4. Sentence alignment

Many algorithms for bilingual sentence alignment exist, and Wu’s (2000) excellent chap-
ter on alignment extracts some important general principles. The task of sentence align-
ment is to discover exactly which sentence or sentences in the first language correspond
to which sentence or sentences in the other language. It is often the case that there is no
1 :1 alignment between sentences in two languages. For example, Figure 32.2 shows an
alignment between two English sentences and one French sentence (i. e. a 2 :1 alignment).
Strictly speaking, an alignment must be monotonic, meaning that coupled passages (re-
ferred to as beads) must occur in the same order on both sides of the corpus. Monotonic
sentence aligners will generally propose spurious alignments during non-monotonic pas-
sages in translations. Sentence order is generally preserved in translation, but this is not
the case for word order. In this article we will use the phrase “word-level alignment”,
but since word order is generally not preserved in translation, strictly speaking we should
say that the words are “set in correspondence”.

4.1. Constraints �or alignment

The imposition of constraints such as monotonicity helps us a great deal, because myri-
ads of putative alignments are at a stroke declared impossible, cutting down the number
of possible alignments from which we must choose the best. Initially there are so many
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IV. Preprocessing corpora4

possibilities that even the computer could not look at them all in a reasonable amount
of time. For example, to align just 20 sentences of one language with 20 sentences of
another, assuming that only 1 :1 alignments were allowed (but allowing crossover),
would mean having to try about 2,430,000,000,000,000,000 possible configurations be-
fore deciding on the best.

Other constraints are anchors, or points in each text which are known to correspond
with each other. Some anchors are given by the document structure, and thus tend to
be corpus specific, such as labels to identify dates and speakers in the Canadian Hans-
ards, and numbered section headings. It is generally assumed that the very beginning
and very end of the two texts are good anchor points. Other anchors are bilingual lexical
constraints. In a few cases we can be certain that a word in one language is always
translated as the same word in another language, and thus the two sides of the corpus
must align wherever this word pair is found. Although less directly useful, we can also
make use of word pairs which are mutual translations most, but not all, of the time.
Section 5 on word-level alignment describes how such pairs can be discovered and as-
signed numeric scores according to their translation reliability. Heuristics also exist for
the identification of cognates (see section 4.4.) which can also act as partially reliable
anchors for related language pairs such as English and French. A related constraint
heuristic is referred to as “bands”, where it is assumed that “the correct couplings lie
not too far from the diagonal between adjacent anchors” (Wu 2000).

One group of alignment methods, described as lexical methods (Kay/Röscheisen 1993;
Catizone/Russell/Warwick 1989), make much use of anchor points, especially bilingual
word correspondences. They have the advantage that they are more robust to noisy texts
(i. e. tolerant of imperfect translations); however, the most easily implemented and fastest
corpus alignment techniques are based on relative sentence lengths, which use only para-
graph boundaries as anchor points.

4.2. Alignment algorithms based on relative sentence lengths

Alignment methods based on sentence length (Brown et al. 1991; Gale/Church 1991,
1993) operate on a very simple, but surprisingly reliable, premise: short sentences in one
language tend to be translated by short sentences in another language, and long senten-
ces in one language tend to be translated by long sentences in the other. Thus the greater
the difference between the length of a sentence in language A and the length of a sentence
in sentence B, the less likely that they should be aligned. To take this into account, a
numerical penalty or cost is imposed whenever the algorithm considers aligning two text
segments which differ in length, as given in the following formula:

d �
l2 � l1 c

�l1 s2

l1 and l2 are the lengths, in characters, of the two segments. c is a factor which takes
into account that equivalent texts might on average be longer in one language than the
other. This must be determined empirically for each language pair for which the algo-
rithm is to be used, and can be found simply by dividing the number of characters in
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32. Preprocessing multilingual corpora 5

the corpus for language A by the number of characters for language B. Gale/Church
(1993) found this ratio was 1.06 when language A was French and language B was
English. s2 is the variance in the number of characters in language B per character in
language A. If there were always exactly 1.06 characters of French for every character
of English, this variance would be 0. However, if we sometimes find other ratios of
lengths in characters in individual translation sentence pairs, the variance will be more
than 0 (in fact it is 5.6). As we will see in section 8, the variance is high for English
and Chinese.

The next stage is to calculate Prob(d), which is the proportion of sentences which are
translations of each other with d degree of length difference or more. Many statistics
textbooks have a table for computing this “integration of a standard normal distribu-
tion”. Alternatively, Gale and Church give the Abramowitz and Stegun approximation
which is in a suitable form for inserting into a computer program. The penalty P is taken
to be P � �100 ln (Prob(d)) which is capped at 2500 to prevent having to deal with
infinitely large values.

There is also a penalty for bead (or block of mutually aligned sentences) type or
cardinality � the more rare the bead type proposed, the higher the penalty. The penalty
for a 1 :1 pairing (substitution) is 0 (i. e. there is no penalty at all), since this is the most
common bead type, 2 :1 or 1 : 2 groupings (contractions and expansions) have a penalty
of 250, while 0 :1 or 1 : 0 unpaired sentences (insertions and deletions) have a penalty of
450. Finally, merges, where two sentences of English in total translate two sentences of
French, but neither of the English sentences exactly translates either of the French sen-
tences, have a penalty of 440. These penalties were derived empirically, using the formula

P � �100 ln � probability of alignment type

probability of 1 :1 alignment �
The two penalties (for sentence length and cardinality) are added together to give the
overall cost of a single bead. The overall cost of aligning the whole bitext is the sum of
the costs of the constituent beads, as shown in the example of Figure 32.2. Gale and
Church’s program could be extended in principle to include any n:m bead type.

Following a two-year transitional period, La nouvelle ordonnance fédérale sur les
the new Foodstuffs Ordinance for Mineral denrées alimentaires concernant entre autres
Water came into effect on April 1, 1998. les eaux minerals, entrée en vigeur le 1er avril

Specifically, it contains more stringent 1988 après une période transitoire de deux
requirements regarding quality consistency ans, exige surtout une plus grande constance
and purity guarantees. dans la qualité et une garantie de la pureté.

Fig. 32.2: A short section of the Canadian Hansards

There are three possible alignments of this corpus. Firstly, we might have a 2 :1 align-
ment, where the combination of the two English sentences is translated by the single
French sentence. The English sentences are 124 and 106 characters long, while the length
of the French sentence is 267 characters respectively. First we consider the scenario where
the two English sentences are translated by the single French sentence. The combined
length of the English sentences is 230 characters. Using the formula given by Gale/
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IV. Preprocessing corpora6

Church (1993), the penalty for this small difference in text lengths is calculated as 57.
The penalty for a 2 :1 coupling is 250, so the total cost of this alignment is the sum of
the two penalties, 57 � 250 � 307.

Secondly, we might have a 1 :1 substitution followed by a 0 :1 insertion, i. e. the
French sentence is completely translated by the first English sentence only, while the
second English sentence has no French translation. The overall cost of this alignment is
the sum of the costs of the two constituent beads, i. e. 880 � 2404 � 3284. Thirdly we
might have a 0 :1 insertion followed by a 1 :1 substitution, where the first English sen-
tence has no French translation, and the second English sentence alone fully translates
the French sentence. The overall cost of this is 3868. These values show that the first
scenario, a 1 : 2 expansion, is the likeliest of the three, since it has the lowest overall cost.
For the sake of completeness, we will mention that there is a fourth, albeit unlikely
scenario, where none of the text portions are translations of each other. Here the corpus
would be divided into three beads, one for the deletion of first English sentence, one for
the deletion of the second English sentence, and one for the insertion of the French
sentence (various orderings of these are possible, with no difference in cost). The cost of
this would be prohibitive, at 8063.

In this small example we have only four possible alignment combinations from which
to select the best. In a real corpus, there would be simply too many possible alignment
configurations for them all to be examined in turn in a reasonable time, and thus a
technique called dynamic programming is used. This means that only certain alignments
deemed to be reasonably likely from the outset are examined using the Gale and Church
formulas. Theoretically the optimal solution might be overlooked, but a good solution
will be found within a reasonable length of time.

4.3. Dynamic programming �or sentence alignment

If we wish to align e sentences of English with f sentences of French by dynamic pro-
gramming, we should first produce a matrix with (e � 1) rows and (f � 1) columns. The
rows are numbered from 0 to e, and the columns from 0 to f. We start with the trivial
assumption that the cost of aligning no sentences of English with no sentences of French
is 0, and store this value in row 0, column 0, of the matrix. In every case, the value
stored in row x, column y, is the minimum cost of aligning x sentences of English with
y sentences of French. There is only one way of aligning a sequence of sentences of
English with no sentences of French, and that is by a sequence of deletions. Thus the
value in row 1, column 0, is the cost of deleting the first English sentence. We add to
this value the cost of deleting the second English sentence, and put this result in row 2,
column 0. In this way we can easily fill up all the squares in column 0. As well as
recording the cost of these partial alignments, we also keep a record that the last step
taken in each case was a deletion. Analogous reasoning allows us to fill up all the squares
in row 0, by working out the costs of sequences of insertions.

Now we come to fill in the inner cells of the matrix. The value in row 1, column 1,
should be the minimum cost of aligning the first sentence of the English text with the
first sentence of the French. The word “minimum” now becomes important, because we
have a choice of three ways of achieving this alignment: a single substitution, a deletion

HSK � Corpus Linguistics
MILES, Release 18.02x on Tuesday January 22 18:53:50 BST 2008
gesp. unter: HSKCOR$U32 / letzter Rechenvorgang: 12-02-08 10:57:29



32. Preprocessing multilingual corpora 7

followed by an insertion, or an insertion followed by a deletion. The cost of a single
substitution can be measured directly. To find the cost of a deletion followed by an
insertion, remember that we have already found the cost of the deletion, which is stored
in row 1, column 0 of the matrix. To this we simply add the cost of inserting the first
French sentence. Similarly, to find the cost of an insertion followed by a deletion, find
the cost of the insertion at row 0, column 1, then add the cost of the deletion. These
three values are compared, and the smallest is retained as the value in row 1, column 1.
Once again, as in every case, we record the nature of the most recent bead (substitution,
insertion or deletion) to be added to the developing alignment.

Deeper inside the matrix, we have to consider all 6 bead types. In Figure 32.3, the
cost of aligning the first three sentences of English with the first two sentences of French
is derived from the costs of 6 earlier alignments plus the cost of adding one more bead.
The least of these 6 values is the cost of the alignment.

Fig. 32.3: Dynamic programming matrix for sentence alignment

Tab. 32.1: Calculating the cost of a 3 : 2 alignment

Old align Min cost Bead to make up 3 : 2 Cost of new bead Total cost of 3 : 2

1 : 0 450 2 : 2 440 890

2 : 0 900 1 : 2 250 1150

1 :1 0 2 :1 250 250

2 :1 250 1 :1 0 250

3 :1 700 0 :1 450 1150

2 : 2 0 1 : 0 450 450

Table 32.1 shows a set of possible values for the situation described in Figure 32.3. These
values are calculated using the Gale and Church penalties for the various bead types,
but to simplify the example, penalties based on sentence lengths are ignored. The first
column shows the six alignments at the tails of the arrows in Figure 32.3, which can all
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IV. Preprocessing corpora8

be transformed into 3 : 2 alignment by the addition of just one more bead. In the second
column, the previously found minimum costs of achieving each of these alignments are
given. For example, the least cost of producing a 2 : 2 alignment is by proposing two
consecutive 1:1 alignments, with a total cost of 0. The third column shows the bead type
required to transform each alignment in the first column into a 3 : 2 alignment, and the
fourth column shows the cost of adding this particular bead type. The final column
shows the overall cost of producing a 3 : 2 alignment by each of the six possible routes
(rows in the table). In fact we have a tie, with either a 1 :1 bead followed by a 2 :1 bead,
or a 2 :1 bead followed by a 1 :1 bead, with least overall cost (250). Usually such a tie
would be resolved by considering the relative sentence lengths, but if not, whichever of
the lowest cost alignments is considered first by the program will be chosen.

In general, to find the cost of a partial alignment of x sentences of English with y
sentences of French, where the last bead type to be added was of type a : b (coupling a
sentences of English with b sentences of French), proceed as follows: Go back to row
(e�a), column (f�b), to find the minimum cost of the previous sequence of beads, then
add the cost of adding the a : b bead type. It is necessary to work through the matrix
systematically, such as from left to right, top to bottom. When all the cells have been
filled, the value in row e, column f is the cost of the optimal alignment. We have also
kept an implicit record of the sequence of bead types which produced this optimal align-
ment, and we can retrieve this as follows: See which bead type was the last to be added
to the final alignment. If this was an a : b bead type, we trace back to row (e�a), column
(f�b), to find the penultimate bead type. This process is repeated until we arrive back
at row 0, cell 0.

To overcome the problem of the dynamic programming technique sometimes finding
a non-optimal alignment, Chen/Chen (1994) used a technique from artificial intelligence
called simulated annealing. The idea of annealing comes from physics, where in order
to render some material such as enamel into its most stable configuration, it is first
heated, and then slowly cooled again until it falls into this configuration. Heat can be
represented in an alignment program by randomness, and the most stable configuration
by the optimal alignment, which has least energy (corresponding to least overall cost).
Chen/Chen start with any possible alignment, such as one previously found by dynamic
programming, which may well not be the best. A number of moves are allowed in the
search for a better alignment, e. g. take a sentence from one bead and move it into an
adjacent bead. The quality of each alignment is the number of matching part-of-speech
(POS) tags on each side. The likelihood of a putative new alignment being adopted is
greater if it is better than the old, but it will not always be accepted. Similarly, the
randomness in the system means that it is possible for a poorer alignment to be adopted.
The reason that seeming improvements are not always made, and even some poorer
alignments are chosen, is to prevent the system getting stuck in what is called a local
minimum � a sort of dead end, which might be the best among a set of alignments just
one step removed from each other, but poorer than the overall best which may be com-
pletely different. The search for the optimal alignment continues in this stepwise manner.
The degree of randomness in the system gradually gets less until “better” steps are always
made, and “worse” steps are never made.

Dynamic programming is also used in bioinformatics for the alignment of protein
and DNA sequences (Kruskal 1983), and may even be used by the human body itself
for protein folding (Hockenmaier et al. 2006).
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32. Preprocessing multilingual corpora 9

4.4. Incorporation o� cognates into sentence alignment

Simard/Foster/Isabelle (1992) used the term cognates to describe a pair of words, each
from a different language, which are orthographically similar and have similar meaning.
This definition would include similar words in languages which are not historically re-
lated, such as borrowings and proper nouns, although a linguist’s definition of cognates
would require historical relatedness. Simard et al. were the first to suggest that the dis-
covery of such word pairs could assist in the process of sentence alignment.

McEnery/Oakes (1996) suggested that such cognates could be discovered in corpora
using approximate string matching techniques, such as Dice’s similarity coefficient (Dice
1945) and the Damerau-Levenshtein metric (Damerau 1964). Dice’s similarity coefficient
was adapted by Adamson/Boreham (1974) so it could be used as a measure of ortho-
graphic similarity between two words. McEnery/Oakes (1996) used their technique to
describe the degree of similarity between a word in one language and its translation in
another, such as the Italian avverbio and the English adverb. First the two words are
separated into lists of their adjacent character pairs, or bigrams, as follows: av-vv-ve-er-
rb-bi-io and ad-dv-ve-er-rb.

The number of matching bigrams (ve, er and rb) is 3, while the total number of
bigrams in both words is 5 � 7 � 12. Dice’s similarity coefficient is twice the number of
matches, divided by the total number of bigrams in the two words � which is 6/12 �
0.5. The formula returns a value of 1 if the two words are orthographically identical,
and 0 if they have no character pairs at all in common. Empirical results for English-
French (McEnery/Oakes 1996) and English-Polish (Lewandowska-Tomaszczyk/Oakes/
Wynne 1999) show that the greater the similarity coefficient between a word in one
language in a bilingual corpus and a word in the other, the more likely it is that these
two words are mutual translations. Hofland (1996) used a combination of bilingual word
pairs found by Dice’s similarity coefficient with those found in a Norwegian-English
dictionary to guide sentence alignment.

Similarly, cognates can be identified using the Damerau-Levenshtein metric, which is
the smallest number of operations required to transform one word form into another.
This technique is a variant of the Gale and Church sentence alignment algorithm in
microcosm. Once again dynamic programming is used, but now we are performing align-
ment at the character level. Only three operations are allowed: insertions, deletions and
substitutions. Thus three operations (a substitution of v J d and deletions of i and o)
are required to transform avverbio into adverb. The number of operations can be trans-
formed to a 0 to 1 scale by dividing by the length in characters of the longer word � in
this case two words identical in form will have a score of 0, while two totally dissimilar
words will have a score of 1.

Simard et al. (2000) discovered the importance of using only isolated cognates to
guide the process of sentence alignment, where a word form is isolated if no similar
word form occurs within a certain number of characters. The identification of non-
isolated cognates will degrade alignment performance rather than improve it. Cognates
which appear in the same aligned region of a corpus (and hence the same context) are
unlikely to be ‘false friends’. Other linguistic clues can be incorporated into alignment
algorithms, such as part-of-speech information and the results of shallow syntactic
analysis. Piperdis et al. (1994) showed that words are more likely to be aligned if they
take the same part of speech, and Tiedemann (2003) gives the example that a verb phrase
in English is more likely to match a verb cluster in Swedish than a noun phrase.
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IV. Preprocessing corpora10

4.5. Dealing with noisy bitexts

A number of techniques have been designed for the alignment of noisy bitexts (bilingual
parallel corpora) or poor quality translations. Wu (2000) lists some reasons why these
might occur: non-literal translation, out of order translation, omitted sections, floating
passages (such as footnotes, figures and headers), optical character reader (OCR) errors,
and sentence segmentation errors. The key to the success of these techniques is that they
do not require the original texts to be accurately broken up into paragraphs. The output
is a set of anchors rather than a complete mapping of sentences. One such technique is
the char_align program of Church (1993), which aligns texts at the character level, using
the dot plot technique. Texts should be anchored at character x in English and character
y in French if the tetragrams (sequences of four characters) leading up to characters x
and y are identical. If so, a dot is placed in cell (x,y) of the dotplot. This only works if
there are sufficient cognates in the two languages being aligned. Simard found that about
21 % of the words in a 100 sentence sample of mutual translations in the English-French
Canadian Hansards are cognates, which is sufficient for the dotplot technique to work.
In contrast, only about 6 % of the words were cognate in a sample of about 100 randomly
chosen sentence pairs which were not mutual translations.

Areas which should not be aligned are sparsely populated with dots (due to random
correspondences), while a more pronounced diagonal line appears to show where the
true correspondences should lie. These diagonal lines can be enhanced by image process-
ing techniques (Chang/Chen 1997). Melamed (1997) describes alignment of noisy bitexts
by combining scores for both statistical and linguistic comparisons, such as the presence
of cognates, bilingual dictionary matches, and part of speech information.

4.6. Evaluation techniques �or sentence alignment

Sentence alignment, like sentence segmentation, can be evaluated using Recall and
Precision (Simard et al. 2000). The machine-aligned corpus is compared with a humanly-
aligned reference corpus. Precision is the number of sentence pairs aligned by both hu-
man and machine, divided by the number of sentence pairs aligned by the machine only.
Recall is the number of sentence pairs aligned by both human and machine, divided by
the number of sentence pairs aligned by the human only. Here a 2 :1 alignment of senten-
ces of 10 and 11 in English with sentence 10 in French would mean that the sentence
pairs (10, 10) and (11, 10) would be aligned. Both Recall and Precision can also be used
with the number of characters aligned by each technique, so the results are not unduly
influenced by very short sentences. Gale/Church (1993) stress the importance of the
human judge marking the alignments beforehand, so as not to be influenced by seeing
the machine output first. This also allows comparison of results for different algorithms
with different output formats on a common basis.

5. Word alignment

The two main reasons for performing alignment at the word level are a) to help guide a
process of sentence alignment, b) for building bilingual lexicons automatically, and c) to
train statistical machine translation systems on the word-aligned corpora.
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32. Preprocessing multilingual corpora 11

The earliest work on word alignment was done by Brown et al. (1990), where it
was achieved as a by-product of statistical machine translation. Word alignments were
produced by the multiplication of three sets of automatically discovered probabilities: a)
translation probabilities, e. g. the English “not” aligns with the French “pas” with prob-
ability 0.469; b) fertilities, e. g. “not” corresponds with two words in French with prob-
ability 0.758; and c) distortion, e. g. what is the probability of the second word in an
English sentence aligning with the fifth word of a French sentence?

A number of sentence alignment processes, such as that of Kay/Rőscheisen (1993)
work in a series of iterated steps. First a rough estimate of which sentences might be
aligned is made, which provides enough information to make a first pass at word align-
ment. Having found a small number of word pairs which are reliable translations, it is
possible to make an improved pass at sentence alignment, which in turn enables better
word-level alignment. This process continues until no new word pairs can be found.

Daille et al. (1994) built bilingual terminology banks from the International Telecom-
munications Corpus. The sentence-level alignment of Figure 32.1 was derived first, and
this enabled the later word-level alignment. Daille (1995) lists a wide range of statistical
measures, all based on the contingency table shown in Figure 32.4. N � a � b � c
� d, which is the total number of aligned regions in the corpus (6 in the example of
Figure 32.1).

a: number of aligned regions in which both b: number of aligned regions in which the
the French and the English words appear French word appears but the English word

does not appear.

c: number of aligned regions in which the d: number of aligned regions in which
English word appears but the French word neither the French nor the English word
does not appear. appears.

Fig. 32.4: A contingency table for word alignment

All these measures are based on the principle that if an English word is the translation
of a French word (or vice versa), then in most cases, wherever we have the French word
on the left hand side of the corpus, we also have the English word on the right hand
side, in the same aligned region. Thus high values of a give strong evidence that two
words are probably translations of each other, while high values of d give weak evidence
that they are translations. High values of b and c (meaning many aligned regions where
only one of the two words is found, not both) are evidence that the two words are
not translations.

The simplest measure is simple co-occurrence frequency, value a in the contingency
table. If we want to discover automatically the most likely translation of the English
word development, it must be one of the words found in a French sentence aligned with
at least one English sentence containing development. Examples of such words are le,
développement, est, maintenant, apprehendé and dans. Since développement and develop-
ment co-occur 3 times (more often than any other French word co-occurs with develop-
ment), the simple co-occurrence frequency suggests that développement is the most likely
translation of development. More sophisticated measures exist, to take into account that
the very common words (such as la, de, and les in this example) tend to co-occur fre-
quently with every English word, simply because they are so common and are found
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IV. Preprocessing corpora12

throughout the corpus. These more complex measures take not only a into account, but
also the other values of the contingency table. Daille adapted the simple mutual informa-
tion measure to produce the cubic association coefficient MI3, which is given by the for-
mula

MI3 � log2 � a3 N

(a � b) (a � c)�
In the small corpus of Figure 32.2, the MI3 between development and some of its more
promising translation candidates in the French part of the corpus is as follows: dévelop-
pement 4.17, la 2.41, les 2.41. Other candidate words, such as maintenant, have a maxi-
mum MI3 of 1. Thus the MI3 measure, like simple co-occurrence frequency, suggests
that développement is the most likely translation of development. Using this method, the
most likely translation can be found for each word in the corpus, to build up a complete
lexicon. The most effective measures, as determined empirically by Daille, were simple
co-occurrence frequency, MI3, the Fager/McGowan (1963) coeffiecient, and the Log
Likelihood measure (Dunning 1993). Fung/Church (1994) suggest a double check: only
selected word pairs which have both high MI and t-scores.

Nowadays, researchers wishing to use a “ready-made” word aligner often use the
GIZA�� system of Och/Ney (2000).

5.1. Enhancements to statistical word alignment

A number of enhancements have been made to the general procedure described above.
Gaussier/Langé/Meunier (1992) were able to eliminate some incorrect high scoring pairs
using their best match criterion. For example, they originally created a list of possible
candidate translations of the English word prime in the Canadian Hansards, consisting
of French words found to have a high mutual information score (MI, similar to MI3,
but with the a on the top line not cubed) with prime. At the top of the list were sein
(5.63), bureau (5.63), trudeau (5.34), and premier (5.25). Using their best match criterion,
they eliminated all candidates which had been found to have a higher MI score with an
English word other than prime. This left the word premier (the correct translation) at
the top of the list.

Word-level alignment as described here can be enhanced by stemming rules, for the
removal and replacement of common prefixes and suffixes, designed to render alternative
grammatical forms of a word equivalent. In the corpus segment shown in Figure 32.2,
we have two related pairs of words occurring just once each, politique in the same aligned
region as politics, and politiques in the same aligned region as political. Since these word
pairs occur only once each, we have only weak evidence that they represent translation
pairs (MI3 � 2.58). However, if we recognise that in fact we have two matching pairs of
words derived from polit-, we now have stronger evidence that these form a translation
pair (MI3 � 3.58). Thus the use of stemming rules can help us better identify translation
pairs. French stemming rules have been developed by Savoy (1993), and the most com-
monly used set of English stemming rules are those of Porter (1980). Similar improve-
ments can be achieved by lemmatisation, where each word is reduced to its dictionary
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32. Preprocessing multilingual corpora 13

headword. In the calculations presented here, a word has been taken to be any sequence
of characters surrounded by white space. Better results would be obtained by preprocess-
ing the corpus to split word pairs forming contractions such as s’impose J se impose,
l’échelle J la échelle.

When deriving word-level alignments from corpora already aligned at the sentence
level, Gaussier/Langé/Meunier (1992) found about 65 % of English words were assigned
their correct French translations, 25 % had no French word assigned (mainly words with
no real French equivalent) and about 10 % were aligned with words that were not their
correct French translations.

If a bilingual corpus (where the two texts are translations of each other) has not been
aligned at the sentence level, it is still possible to use the statistical measures described
in this section for word-level alignment. Fung/Church’s (1994) K-vec method requires
only that the corpus be cut into sections of equal length, and corresponding sections be
treated as aligned regions for word length alignment. More complex, and less direct
statistical measures can be used for comparable corpora, which contain texts in two
languages on the same topic, although they are not translations of each other (Fung/Yee
1988; Peters/Picci 1998; Gaussier et al. 2004). Here we must start with a small bilingual
dictionary, which is augmented with a new word pair from the corpora whenever it can
be shown that sufficient collocates of this new word pair are found to correspond in
the dictionary.

5.2. Matrix �actorisation techniques �or word alignment

Goutte/Yamada/Gaussier (2004) achieve word-level alignment from a corpus already
aligned at the sentence level, by aligning the words of the two languages through central
pivots called cepts, which roughly correspond to individual concepts. More than one
word can be aligned with a single cept. The sentences the licence fee does not increase
and le droit de permis ne augmente pas align via four cepts as follows: the (1) le; licence
fee (2) droit de permis; not (3) ne pas; increase (4) augmente. One matrix is created to
store the alignments between the English words and the cepts, and another for the map-
pings between the cepts and the French words.

These two can be multiplied together to produce the translation matrix, which stores
the strength of association between each English word and each French word. An earlier
word alignment technique which depended on matrix multiplication was given by Ta-
naka/Iwasaki (1996).

6. Phrase alignment

Gaussier/Langé (1994) also used statistical measures to work on the problem of finding
correspondences between technical terms which were collocations of two content words
(such as station terrienne and earth station) in an aligned International Telecommunica-
tions Union (ITU) corpus. The MI between this pair of technical terms was taken to be
sum of the following: the MI (as derived above) between station and earth; the MI
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IV. Preprocessing corpora14

between station and station; the MI between terrienne and earth; and the MI between
terrienne and station. This was called mutual information with double association.

Lee/Chang/Jang (2006) were interested in aligning named entities such as the names
of people and organisations in bilingual documents, as part of machine translation. Eng-
lish named entities were identified either automatically or manually as a preprocessing
step, after which the following steps were repeated until all the English named entities
were aligned: a) find the set of translation candidates occurring in the target (Chinese)
sentence using phrase translation and transliteration (see below); b) evaluate the set of
translation candidates, and sort by translation score; and c) align the source and target
named entity pair with highest probability.

Following Brown et al. (1990), the phrase translation phase was decomposed into a
lexical translation score (the probability of an individual English-Chinese word pair be-
ing translations of each other), and a position alignment score such as P(1 � 2, 2 � 1,
3 � 3), the collective probability of the first English word matching the second Chinese
word, the second English word matching the first Chinese word, and the third English
word matching the third Chinese word. Following Gale/Church (1993), penalties were
given for insertions and deletions (such as if a three-word Chinese named entity was
proposed as the translation of a two-word English named entity). Names of people and
places are typically transliterated into their phonetic equivalents. Thus the system also
learns the rules for transliterating English characters into their Pin Yin (Romanised spell-
ing) equivalents. A bilingual dictionary and parallel corpora were used as training data
to obtain both the phrase translation and transliteration probabilities.

Other researchers who have used statistical measures to find correspondences between
multi-word units are Haruno/Ikehara/Yamazaki (1996), Kitamura/Matsumoto (1996),
Smadja/McKeown/Hatzivassiloglou (1996) and McEnery et al. (1997).

7. Structure and tree alignment heuristics

Alignment is not only possible between linear sequences, such as sentences of linear text,
but between tree structures. This is important when aligning parse trees from translated
texts, to extract phrases for example-based machine translation. The output of tree align-
ment is a mapping between pairs of coupled nodes. One heuristic for doing this is the
crossing constraint (Wu 2000): Suppose two nodes in language-1 (p1 and p2) correspond
to two nodes in language-2 (q1 and q2) respectively, and p1 dominates p2. Then q1 must
dominate q2. Matsumoto/Ishimoto/Utsuro (1993) give further heuristics for mapping
nodes. A cost is associated with any of their heuristics which are not completely fulfilled,
and the alignment with least overall cost is the one chosen.

a) Couple leaf nodes (words) that are lexical translations, as found in a bilingual lex-
icon.

b) Couple leaf nodes that are similar. For example if we have a node for cat in English,
the correspondence cat J chat in the English-French dictionary, and a term related
to chat in the French thesaurus is tigre, then the nodes for cat and tigre will match.

c) Couple internal nodes that share as many coupled leaf nodes as possible.
d) Couple nodes that share as many coupled children or descendents as possible.
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32. Preprocessing multilingual corpora 15

Another early method, that of Grishman (1994), assumes that we have a bilingual corpus
which has already been aligned at the sentence level, and that both source and target
texts have been independently parsed. We also need a bilingual dictionary which lists
typical translations for many (but not necessarily all) of the words in the corpus. Node
Si in the source parse tree can only be paired with node Ti in the target parse tree if at
least one of the following conditions holds true:

1. Ti is a possible translation of Si as found in the bilingual dictionary.
2. There is at least one pair <Sj,Tj> in the alignment such that Si dominates Sj and Ti

dominates Tj.
3. There is a pair in the alignment <Sj,Tj> such that Sj immediately dominates Si, Tj

immediately dominates Ti, and the syntactic role taken by Ti is a possible translation
of the role taken by Si.

Even when these rules are applied, there will be multiple possible alignments. To choose
between them, a score for each overall alignment is assigned, which is the sum of the
scores of the individual pairings that make up the alignment, which depend on the fol-
lowing four criteria:

1. If Ti is a possible translation of Sj;
2. Whether Si dominates any other nodes in the alignment;
3. If Si immediately dominates other nodes in S which correspond to nodes in T;
4. For each node Tj in the alignment which is immediately dominated by Ti, is the

syntactic role a possible translation of the role filled by the node Sj with which it
is paired?

All possible alignments between the two trees are considered, and the highest scoring
one is chosen as being the most likely.

The various steps for source tree to target tree transformation allowed in Gildea’s
(2004) model for tree-tree alignment are:

1. Reordering a node’s children;
2. Inserting and deleting nodes;
3. Translating individual words at leaf nodes;
4. A single node in the source tree may become two nodes in the target tree and vice

versa.

To find the most likely transformation sequence from among a number of possible alter-
natives, certain probabilities must be learned beforehand from corpora. Related to trans-
formations (1) and (2) above are the reordering probabilities which are in the form
Palign({(1,1)(2,3)(3,2)} | AJXYZ) meaning “given that the children of node A in
the source language appear in the order X, Y, Z, what is the probability of the words
corresponding to Y and Z being inverted in the target language?”. Such reorderings
can include insertions and deletions of individual children. The likelihood of type (3)
transformations is given by word to word translation probabilities, and for type (4) we
consider the probability of the current node being grouped with one of its child nodes,
given the nature of the production rule which decomposes that parent into its child
nodes.

In the parse-parse-match scenario, the two sides of the bitext are independently
parsed into their constituent structures. Wu (1995), on the other hand, used a biparsing
grammar to parse both sides of the bitext simultaneously.
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IV. Preprocessing corpora16

8. Alignment with genetically unrelated language pairs

One of the main challenges when working with languages other than English is charac-
ter-set dependence. The original set was the ASCII 7-bit set which can encode 128 char-
acters, adequate for English texts, but email systems which still use it require the users
of other European languages to circumvent the lack of diacritics by typing, for example,
grüßen as gruessen (German ‘to greet’). There are many larger character sets, such as the
8-bit Latin-1 which covers most Latin-based alphabets with diacritics. Chinese and Japa-
nese require a 2-byte (16 bit) encoding because of their much larger character sets. Exam-
ples of character encodings for Chinese are GB and Big5, and TIS 620 for Thai.

The EMILLE project (Baker et al. 2004) has produced monolingual corpora for 14
South Asian languages, and also a parallel corpus of 200,000 words of text in English
and its translations in Bengali, Gujurati, Hindi, Punjabi and Urdu. The corpus is marked
up in CES-compliant SGML (Baker et al. 1998), which includes sentence and paragraph
markers, headings and foreign text (e. g. <s> <p>, <head> and <foreign lang�
"eng"> to open sections, and <\s> to close a sentence). Some of the texts were typed
in directly using the Unicode word processor Global Writer, and Microsoft Word 2000,
running on a Windows 2000 machine, is also Unicode compliant. Other documents were
available electronically, such as UK government documents which are available in a wide
range of languages, on topics including health, social security and housing. As such, they
are rich sources for extracting multilingual term banks in these specific domains. Much
material in South Asian languages is encoded in various 8-bit formats. A tool called
“Unicodify” was produced by the EMILLE project to convert these various 8-bit encod-
ings into the international standard Unicode, and is available on *http://www.ling.lancs.
ac.uk/corplang/emille/default.htm+.

A number of languages, most notably Chinese and Japanese, consist of unsegmented
character sequences without marked word boundaries, and thus automatic word segmen-
tation is generally required before further processing can take place. In particular, sen-
tence alignment algorithms such as that of Brown/Lai/Mercer (1991) rely on estimating
sentence length by the number of words in each sentence, which can only be found by
segmentation. Problems with word segmentation for Chinese include the low level of
agreement between native speakers as to where word boundaries should be, estimated
at 70 % by Sproat et al. (1996). There was a recent international competition for Chinese
word segmentation algorithms, called the First International Chinese Word Segmenta-
tion Bakeoff (Sproat/Emerson 2003). One of the entrants (Wu 2003) used the two stage
process of word recognition followed by disambiguation. Words were recognised by
matching against a lexicon of named entities and derivational morphology rules for the
recognition of grammatical variants. Wu also derived heuristics for the identification of
new words, not in the lexicon. The next task was to disambiguate between alternative
sequences of words which have been proposed in stage one. This may be done by finding
which of the possible interpretations allows the most meaningful syntactic parse.

The Gale/Church (1993) sentence alignment algorithm was designed to be language
pair independent. A ratio factor c is included in one of the formulas to represent the
mean ratio of characters in the second language to the number of characters in the first
language for a translated text. A second factor, s2, is included to show the amount of
variation in this ratio from sentence to sentence. McEnery/Piao/Xin (2000) found that
the lengths of sentences in Chinese are much more poorly correlated with their transla-
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32. Preprocessing multilingual corpora 17

tion equivalents in English than a closely-related language pair such as English and
French, and thus s2 should be much higher for English-Chinese sentence alignment.
Another problem is that the Gale and Church program assumes that only 6 types of
sentence pairings (1 : 0, 0 :1, 1 :1, 2 :1, 1 : 2 and 2 : 2) occur between translation pairs.
However, Chen/Chen (1994) found it was necessary to consider other pairings such as
3 :1 and 4 :1, since it is common to find several short Chinese sentences matching a
single long English one. The Gale and Church algorithm can be extended to incorporate
these, but substantial amendments to their computer program are required.

Historically-related languages share cognates, so the correlation between their sen-
tence lengths will be better, and also the cognates themselves can be used to guide the
alignment. However, even languages which are not genetically related will contain some
similar words due to borrowings and proper nouns. Some of the difficulties inherent in
aligning English and Chinese named entities can be overcome if the Chinese is tran-
scribed into its Romanised equivalent, Pin Yin (Lee/Chang/Jang 2006). Successful Eng-
lish-Chinese sentence alignment has been achieved by a number of authors (Fung/
McKeown 1997; Wang et al. 2002; Piao 2002).

Prior word segmentation is also required for many sentence alignment procedures
involving Japanese. Sentence lengths do not always correspond for Japanese and Eng-
lish, since Japanese function words show little correspondence with their English coun-
terparts, and politeness particles are not always translated. Utiyama/Isahara (2003) align
Japanese and English newspaper articles by first performing alignment at the paragraph
level (finding the pairs of paragraphs which best match in terms of containing corre-
sponding bilingual dictionary pairs), and then doing sentence alignment using dynamic
programming.

9. Conclusion

In this article, we have looked closely at three important preprocessing steps for multilin-
gual parallel corpora, namely segmentation at the sentence level, tokenisation at the
word level and alignment. A pair of texts may be aligned at the paragraph, sentence,
phrase, word or character level. As well as aligning linear texts, we can also align bilin-
gual parse trees. Alignment techniques are mainly statistical, but may also incorporate
linguistic information. We have considered how alignment techniques are evaluated, and
the special requirements when aligning texts from non-European languages.
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Gaussier, E./Langé, J.-M./Meunier, F. (1992), Towards Bilingual Terminology. In: Proceedings of
the Joint ALLC/ACH Conference. Oxford: Oxford University Press, 121�124.

Gaussier, E./Renders, J.-M./Mateeva, I./Goutte, C./Déjean, H. (2004), A Geometric View on Bilin-
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